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Abstract

Ongoing research puts into question the graphic literacy among introductory-level students when studying simple linear regression and the recommendation is to back up exploratory, graphical residual analyses with confirmatory tests. This paper provides an empirical power comparison of six procedures that can be used for testing the homoscedasticity assumption. Based on simulation studies, the GMS test is recommended when teaching an introductory-level undergraduate course while either the NWGQ test or the BPCW test can be recommended for teaching an introductory-level graduate course. In addition, to assist the instructor and textbook author in the selection of a particular test, a real data example is given to demonstrate their levels of simplicity and practicality.

INTRODUCTION

To demonstrate how to assess the aptness of a fitted simple linear regression model, all introductory textbooks use exploratory graphical residual analysis approaches to assess the assumptions of linearity, independence, normality, and homoscedasticity. However, our ongoing internal-review-board sponsored research (albeit at one university) indicates a deficiency in graphic literacy among introductory-level statistics students. Textbook authors and instructors should not assume that such students have sufficient experience/ability to appropriately assess the very important homoscedasticity assumption simply through graphic residual analyses.

This paper provides an empirical power comparison of six procedures that can be used for testing the homoscedasticity assumption in simple linear regression. In addition, an example is given that demonstrates the levels of simplicity of these six procedures. Based on Tukey's [1] concept of 'practical power,' the intent here is to assist introductory-level statistics course instructors and textbook authors in the selection of a particular test for homoscedasticity. More generally, however, it is recommended that a graphic residual analysis approach be coupled with a confirmatory approach for assessing all four simple linear regression modeling assumptions.

This paper is organized as follows. Section 2 provides a brief summary of approaches developed for assessing the assumption of homoscedasticity in regression analysis. Section 3 describes the six procedures selected for potential use in introductory-level statistics courses. Section 4 develops the Monte Carlo power study comparing these six procedures and Section 5 discusses the results from the Monte Carlo simulations. In Section 6 a small example illustrates how these six procedures are used and Section 7 provides the conclusions and recommendations.

ASSESSING THE ASSUMPTION OF HOMOSCEDASTICITY IN LINEAR REGRESSION

Introductory-level students learning simple linear regression analysis must be made aware of the consequences of a fitted model not meeting its assumptions. In particular, if the assumption of homoscedasticity is violated the ordinary least squares estimator of the slope is no longer efficient, estimates of the variances and standard errors are biased, and inferential methods are no longer valid.

In a seminal paper Anscombe [2] demonstrated the importance of graphical presentations to enhance understanding of what a data set is conveying and to assist in the model-building process for a regression analysis. In particular, he showed why a residual plot is a fundamental tool for uncovering violations in the assumptions of linearity and homoscedasticity.

Unfortunately, although inexperienced students may find the graphical demonstrations provided by Anscombe [2] to be clear, this does not imply they won't have difficulty in deciphering the underlying message residual plots are intended to be conveying in far more typical situations. On the contrary, subsequent research by Cleveland et al. [3], and Casey [4] have suggested
a deficiency in graphic literacy among many inexperienced, introductory-level statistics students who have difficulty with reading and interpreting scatter plots. And our ongoing research on diagnostic plots corroborates the findings of Cleveland et al. [3], and Cook and Weisberg [5] that showed why the selected aspect ratio of the plot is essential to its understanding.

Given that residual plots are important, supplementing a graphical residual analysis of a model's assumptions with appropriate confirmatory approaches would surely enhance model development. The question that will be addressed in this paper is which confirmatory procedure is best for use in the introductory classroom.

Interestingly, in his earlier research Anscombe [6] dealt with more formal testing of the assumptions and his endeavors set in motion the development of several tests for the assumption of homoscedasticity.

In the 1960s Goldfeld and Quandt [7], Park [8], Gleiser [9], and Ramsey [10] developed tests of homogeneity of variance still in use. Aside from the Park test [8], adaptations of the others have appeared in a few intermediate-level statistics texts. These tests are discussed further in Sections 3 and used in the Monte Carlo simulation in Section 5. Ramsey [10] had actually suggested four procedures, one of which (i.e., the RASET) seemed appropriate for introductory-level student audiences. The Park test [8], however, was not included in the Monte Carlo study because it would lack Tukey's "practical power" [1]. Too many introductory students seem to be insufficiently prepared for using logarithms and the procedure involves a secondary regression analysis of the log of the initial squared residuals on the log of the predictor variable.

In the 1970s Brown and Forsythe [11], Bickel [12], Harrison and McCabe [13], and Breusch-Pagan [14] derived other tests of homoscedasticity— the former and the latter have appeared in intermediate-level statistics texts and are discussed further in Sections 3 and 4 and also used in the Monte Carlo simulation in Section 6.

Bickel [12] investigated the power of Anscombe's procedures [6] and developed robust tests for homoscedasticity that are not intended for an introductory-level statistics course. On the other hand, Harrison and McCabe [13] proposed two tests, a bounds test and an "exact" test, and opined that the former had sufficient computational simplicity to merit use by practitioners. However, their Monte Carlo study indicated that their bounds test had "generally somewhat lower" power than the test by Goldfeld and Quandt [15] and was not considered further here.

In the 1980s White [16], Koenker [17], Ali and Giacotto [6], and Engle [18] proposed tests of homogeneity of variance. A simplification provided by Berenson [19] enables White's test [16] to be considered for introductory-level statistics courses and is therefore presented in Sections 3 and used in the Monte Carlo simulation in Section 5. But none of the other three procedures were deemed appropriate for the introductory-level classroom. Koenker [17] modified the Breusch and Pagan [14] test by 'studentizing' the test statistic. Ali and Giacotto [6] interpreted the assessment of heteroscedasticity as a shift in location of the distribution of the residuals or a shift in scale and proposed several nonparametric tests. Engle [18], working specifically in econometric modeling, developed a procedure for testing against conditional heteroscedasticity.


**SIX TESTS FOR HOMOGENEITY OF VARIANCE**

To assess the homoscedasticity assumption of fitted simple linear regression model, introductory level students have showed some difficulty and confusion in making the right conclusion using graphical approach based on our recent survey. In this section, we choose six confirmatory tests to supplement a traditional graphic residual analysis when assessing the homoscedasticity assumption in simple linear regression analysis. The selected six tests are relatively simple and methodological accessible to introductory level students. We compare the power of making the right decisions for testing homoscedasticity assumptions in simple regression models and then recommend the best ones for introductory level students. The six confirmatory are presented below.

**NWRSR – The Neter-Wasserman / Ramsey / Spearman Rho T Test**

Neter and Wasserman [26] suggested a procedure for assessing homoscedasticity using a t-test of Spearman's rank coefficient of correlation \( \rho_s \) based on a secondary analysis between the absolute value of the residuals from an initial linear regression analysis and the initial predictor variable. Their procedure yields identical results to Ramsey's RASET or Rank Specification Error Test [10], which employs the squared residuals in lieu of the absolute residuals proposed by Neter and Wasserman [26]. The NWRSR test is developed in four steps:

1. **Step 1** Perform an initial linear regression analysis and use the sample regression equation

   \[
   \hat{Y}_i = b_0 + b_1 X_{i1}
   \]

   to obtain the residual

   \[
   e_i = Y_i - \hat{Y}_i
   \]

   for each of the \( n \) observations.

2. **Step 2** Perform a secondary analysis to obtain the statistic \( r_s \); the Spearman rank coefficient of correlation between \( |e_i| \), the absolute value of the residuals, and the predictor variable \( X_{i1} \), given by

   \[
   r_s = \frac{\sum (r - \bar{r})(e - \bar{e})}{\sqrt{\sum (r - \bar{r})^2 \sum (e - \bar{e})^2}}
   \]
\[ r_S = \frac{\sum_{i=1}^{n} (R_{i} - \bar{R}) (R_{X_i} - \bar{R}_{X_i})}{\sqrt{\sum_{i=1}^{n} (R_{i} - \bar{R})^2 \sum_{i=1}^{n} (R_{X_i} - \bar{R}_{X_i})^2}} \]

where \( R_i \) are the ranks from 1 to \( n \) of the \( e_i \) and \( R_{X_i} \) are the ranks from 1 to \( n \) of the \( X_{U_i} \) (such that any tied values are given the average of the ranks that would have been assigned had tied values not occurred) and where \( \bar{R} \) and \( \bar{R}_{X_i} = \frac{(n+1)}{2} \).

**Step 3** Under the null hypothesis that \( \rho_S = 0 \), the test statistic
\[ t_{ps} = r_S \sqrt{n-2} \sqrt{1-r_S^2} \]

follows a \( t \) distribution with \( n-2 \) degrees of freedom.

**Step 4** Based on the \( t \) distribution with \( n-2 \) degrees of freedom of the NWRE test statistic, a conclusion can be made about violation or no violation in the homoscedasticity assumption.

**NWGQ – The Neter-Wasserman / Goldfeld-Quandt Test**

Neter and Wasserman [26] proposed an extension of a procedure developed by Goldfeld and Quandt [7]. To develop this test the bivariate data set of \( n \) observations is first divided in half (or as close to half as possible considering the value of \( n \) and possibility of ties) based on the ordered values of the independent variable \( X_{U_i} \). The NWGQ test is developed in four steps:

**Step 1** Perform an initial linear regression analysis and use the sample regression equation
\[ \hat{y}_i = b_0 + b_1 X_{U_i} \]

to obtain the residual
\[ e_i = Y_i - \hat{y}_i \]

each of the \( n \) observations.

**Step 2** Divide the data set in half (or as close to half as possible considering possible ties in the measurements) based on the ordered values of the initial predictor variable \( X_{U_i} \). Group \( I \) contains the set of \( n_I \) residual observations based on the smaller values of \( X_{U_i} \) and Group \( II \) contains the set of \( n_I \) residual observations based on the larger values of \( X_{U_i} \) so that \( n = n_I + n_{II} \). Determine \( M \) and \( M_{E_i} \), the median residual for Groups \( I \) and \( II \), and then obtain the sets of absolute residual differences \( \alpha_{ae} = |e_{ai} - M_{E_i}| \) and \( \alpha_{ae} = |e_{ai} - M_{E_i}| \) for the the two groups. Perform a secondary analysis of the ‘difference in the absolute residual differences’ to obtain the Brown-Forsythe test statistic \( t_{ps} \).

**Step 3** Under the null hypothesis of homoscedasticity the test statistic
\[ t_{g} = \frac{\bar{\alpha}_{i} - \bar{\alpha}_{I}}{S_{\sigma_{ae}} \sigma_{ae}} \]

where
\[ S_{\sigma_{ae}} = \sqrt{\frac{\sum_{i=1}^{n} (a_{e_{i}} - \bar{a}_{i})^2 + \sum_{i=1}^{n} (a_{e_{i}} - \bar{a}_{i})^2}{n-1} \left( \frac{1}{n_I} + \frac{1}{n_{II}} \right)} \]

Follows a \( t \) distribution with \( n-2 \) degrees of freedom.

**Step 4** Based on the \( t \) distribution with \( n-2 \) degrees of freedom of the BF test statistic, a conclusion can be made about violation or no violation in the homoscedasticity assumption.

**W – The White Test**

White’s test ([27],[19]) is based on a secondary regression analysis with the squared residuals from the initial linear regression analysis used as the dependent variable. The independent variables in the secondary regression analysis consist of the initial predictor variable and its square. The \( W \) test is developed in four steps:

**Step 1** Perform an initial linear regression analysis and use the sample regression equation
\[ \hat{y}_i = b_0 + b_1 X_{U_i} \]

to obtain the residual
\[ e_i = Y_i - \hat{y}_i \]

**Step 2** The Brown-Forsythe test

Brown and Forsythe [11] developed a procedure for assessing homoscedasticity using a pooled-variance \( t \) test based on a secondary analysis of the residuals obtained from an initial linear regression analysis. The BF test is developed in four steps:
for each of the \( n \) observations.

(Step 2) Perform a secondary regression analysis with the squared residuals \( e_i^2 \) as the dependent variable and the initial predictor variable and its square as the two independent variables. The secondary regression equation is

\[
e_i^2 = b_0 + b_1X_{i1} + b_2X_{i1}^2
\]

(Step 3) Use the secondary regression analysis to obtain the White test statistic \( n^2 \chi^2 \), the product of the sample size \( n \) and \( r^2 \), the “unadjusted” coefficient of multiple determination. Under the null hypothesis the White test statistic \( n^2 \chi^2 \) follows a \( \chi^2 \) distribution with 2 degrees of freedom (i.e., the number of independent variables in the secondary regression equation).

(Step 4) Based on the \( \chi^2 \) distribution with 2 degrees of freedom of the White test statistic, a conclusion can be made about violation or no violation in the homoscedasticity assumption.

**BPCW – The Breusch-Pagan / Cook-Weisberg Scores Test**

The Cook and Weisberg scores test ([28],[5]) is a generalized procedure that reduces to the Breusch and Pagan test ([14],[29]). This test is based on a secondary regression analysis with the squared residuals from the initial linear regression analysis used as the dependent variable. The independent variable in the secondary regression analysis consists of the initial predictor variable. The BPCW test is developed in four steps:

(Step 1) Perform an initial linear regression analysis and use the sample regression equation

\[
\hat{Y}_i = b_0 + b_1X_{i1}
\]

to obtain the residual

\[
e_i = Y_i - \hat{Y}_i
\]

For each of the \( n \) observations

(Step 2) Perform a secondary regression analysis with the squared residuals \( e_i^2 \) as the dependent variable and the initial predictor variable as the independent variable. The secondary regression equation is

\[
e_i^2 = b_0 + b_1X_{i1}
\]

(Step 3) Use the secondary regression analysis to obtain the Breusch-Pagan / Cook-Weisberg test statistic \( \chi^2_{BPCW} \), computed as the ratio of the sum of squares due to regression in the secondary analysis

\[
SSR^* = \sum_{i=1}^{n} \left( \frac{e_i^2 - \sum_{j=1}^{n} e_j^2}{n} \right)^2
\]

to twice the square of the biased estimate of the mean square error in the initial linear regression analysis

\[
2\left( \frac{SSE}{n} \right)^2 = 2\left( \frac{\sum_{i=1}^{n} (Y_i - \hat{Y}_i)^2}{n} \right)^2
\]

Under the null hypothesis the test statistic \( \chi^2_{BPCW} \) follows a \( \chi^2 \) distribution with 1 degree of freedom (i.e., the number of independent variables in the secondary regression equation).

(Step 4) Based on the \( \chi^2 \) distribution with 1 degree of freedom of the BPCW test statistic, a conclusion can be made about violation or no violation in the homoscedasticity assumption.

**GMS – The Glejser / Mendenhall-Sincich test**

Glejser and Sincich [30] adopt a procedure proposed by Glejser [9] that is based on a secondary regression analysis with the absolute value of the residuals from the initial linear regression analysis used as the dependent variable. The independent variable in the secondary regression analysis is the initial predictor variable. The GMS test is developed in four steps:

(Step 1) Perform an initial linear regression analysis and use the sample regression equation

\[
\hat{Y}_i = b_0 + b_1X_{i1}
\]

to obtain the residual

\[
e_i = |Y_i - \hat{Y}_i|
\]

for each of the \( n \) observations.

(Step 2) Perform a secondary regression analysis with the absolute value of the residuals \( |e_i| \) as the dependent variable and the initial predictor variable as the independent variable. The secondary regression equation is

\[
|e_i| = b_0 + b_1X_{i1}
\]

(Step 3) Use the secondary regression analysis to obtain the test statistic \( t_{GMS} = b_1^*/S_{b1}^* \), the ratio of the slope to its standard error, which enables a \( t \)-test of the population slope \( \beta_1^* \) from the secondary analysis. Under the null hypothesis, the Glejser / Mendenhall-Sincich test statistic \( t_{GMS} \) follows a \( t \) distribution with \( n - 2 \) degrees of freedom.

(Step 4) Based on the \( t \) distribution with \( n - 2 \) degrees of freedom of the GMS test statistic, a conclusion can be made about violation or no violation in the homoscedasticity assumption.

**THE MONTE CARLO SIMULATION STUDY**

Table 1 presents the set of 24 condition-combinations used for a Monte Carlo power study. The imposition of particular condition-combinations was intended to determine:

1. Whether the six tests are “valid” and hold their specified \( \alpha = 0.05 \) level of significance under the null hypothesis of homoscedasticity or whether any of the tests can be classified as either liberal or conservative.

2. Whether any test can be declared empirically most powerful in detecting heteroscedasticity when the standard deviation of the random error around the regression line is moderate to large, regardless of sample size, or whether one or more tests display superior power when the sample size is small while others provide superior power when the sample size is larger.

A total of 5,000 sets of bivariate data were generated for each of the above 24 condition-combinations. Without losing of generality, predictor variable \( X \) was generated from the uniform
distribution from 5 to 10. Random error \( e \) was generated from the standardized normal distribution \( N(0,1) \). The constant \( c (c = 0.5 \text{ or } c = 1) \) was used to control the standard deviation of the random error term in the model. In the homoscedasticity case, \( Y = 1 + 2X + ce \) (where the random error \( ce \) has constant variance); in the heteroscedasticity Case I, \( Y = 1 + 2X + cX e \) (where the error term \( cX e \) is correlated with the predictor \( X \)), and in the heteroscedasticity Case II, \( Y = 1 + 2X + (X^c)c e \) (where the error term \( (X^c)c e \) is correlated with the predictor \( X \)). The sample sizes considered were 20, 50, 100, and 200, which covered a range from "small" sample to "medium" sample to "relatively large" sample. Level of significance is set to be 5%. Statistical software R [31] was used for all the simulation studies.

For each of the data sets developed under the 24 condition-combinations the six tests of homoscedasticity were performed and a record was recorded of both the \( p \) value and a tally (1 or 0) pertaining to whether the actual violation in homoscedasticity was found. The empirical \( \alpha \) levels and the empirical powers from the 5,000 repetitions were then obtained and the respective results are displayed in Tables 2-4.

**RESULTS**

Under the null hypothesis of homoscedasticity the empirical \( \alpha \) levels were obtained for each of the six test procedures using the condition combinations \( c = 0.5 \text{ or } 1.0 \) and \( n = 20, 50, 100, \text{ or } 200 \). Since the standard error associated with a stated 0.05 \( \alpha \) level of significance is 0.00308 (based on 5,000 repetitions), it is noted from Table 2 that the NWGQ, W, and GMS tests are "valid" for the conditions considered [32] since their empirical \( \alpha \) levels or proportion of incorrect rejections never exceeded three standard errors of the nominal \( \alpha \) level. On the other hand, the NWRSSR test was liberal when \( c = 0.5 \) and \( n = 20 \) and valid otherwise while the BPCW test was conservative for very small sample size \( (n = 20) \) and valid otherwise. The BF test, however, was conservative for both smaller sample sizes \( (n = 20 \text{ and } n = 50) \) when \( c = 1.0 \) and for the very small sample size \( (n = 20) \) when \( c = 0.5 \) and, therefore, cannot be recommended for use under such conditions.

With respect to empirical power, the Cochran Q test [33] showed that there were real differences among the six tests at the 0.05 level of significance for each of the sixteen condition-combinations \( c = 0.5 \text{ or } 1.0 \) (in Case I), \( c = 0.75 \text{ or } 1.25 \) (in Case II) and \( n = 20, 50, 100, \text{ or } 200 \). Using the Benjamini-Hochberg [34] multiple comparisons approach for each of these condition-combinations, Table 5 and Table 6 display the rankings of these six test procedures based on their empirical power under heteroscedasticity Case I and Case II. For pairwise comparisons that are not significantly different from each other, the procedure with the higher empirical power is listed first but both members of the pair are displayed with underscore or with italics.

From Table 5, there is consistency in the rankings of the six tests over the two levels of \( c \). The NWGQ test had the highest empirical power for smaller sized samples \( (n = 20 \text{ or } 50) \) and ranked first; second, or third when \( n = 100 \text{ or } 200 \). The BPCW test displayed high empirical power for larger sized samples \( (n = 100 \text{ or } 200) \), ranked second when \( n = 50 \), and even ranked fourth when \( n = 20 \) where the procedure was deemed conservative. The GMS test performed well for all eight conditions, ranking second or third. The W test performed poorly with respect to competitors, ranking fourth for larger sized samples and lower when \( n = 20 \text{ or } 50 \). The NWRSSR test fared better with smaller \( n \) (ranking third when \( n = 20 \) and the procedure was deemed liberal) but continued to fall in the rankings as \( n \) increased, performing even worse (albeit not significantly) than the BF test when \( n = 200 \). The BF test, deemed conservative when \( n = 20 \text{ or } 50 \), displayed weaker empirical power than its competitors, ranking either fifth or sixth for all eight condition combinations. Table 6 gives similar results of the ranking for the six tests under heterogeneity Case II.

In summation, with respect to empirical power the BPCW test is best with larger data sets (i.e., \( n \geq 100 \)) while the NWGQ test is clearly best for smaller sized samples \( (n < 100) \) and second best with larger data sets. The GMS test is always a good test and superior to the W test, the NWRSSR test, and the BF test, three procedures that cannot be recommended based on empirical power considerations.

**APPLYING THE SIX TESTS OF HOMOSCEDASTICITY: AN ILLUSTRATIVE EXAMPLE**

The data set is from a classroom example pertaining to a sample of 50 restaurants surveyed in a Zagat Restaurant Guide. The objective is to develop a simple linear regression model that could be used to predict the average cost per meal (in dollars) based on a predictor variable that represents the summated ratings given for food taste, service received, and restaurant ambiance or décor – each measured on scales of 1 (low) to 30 (high).

Although the fitted model is statistically significant \( (p\text{-value} = 0.000) \), both the scatter plot and a set of residual plots obtained from \( g \) (Figures 1 and 2) indicate potential violations to homoscedasticity and perhaps linearity. Note, however, that there is no evidence of any gross violation to the assumption of normality and note further that there is no violation to the independence assumption; the listing of the initial data set is organized by type of restaurant food (either Asian or North American / European) which may be considered a lurking dummy variable, significantly correlated with both the dependent variable and the predictor variable.

If a violation in the important assumption of homoscedasticity is found, an appropriate remedy should be employed prior to using a model for purposes of prediction. In introductory-level courses an appropriate transformation of either the dependent or predictor variable should be made and the regression model refitted. In higher-level courses, students can also use weighted least squares or robust estimation methods to improve the model.

Table 7 displays the \( p \) values for each of the six test procedures used on the meal-cost data and indicates whether (1) or not (0) the tests call for the rejection of the null hypothesis of homoscedasticity at a traditional 0.05 level of significance. Based on the Monte Carlo power study described in Sections 4 and 5, for data set samples of size 50 the three recommended procedures are, respectively, NWGQ, BPCW and GMS. Interestingly, for the meal cost data, the NWGQ test did not "officially detect" [27] heteroscedasticity, but both BPCW and GMS tests had "formal
### Table 1: Controlled conditions used in the Monte Carlo power study.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Levels</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distribution</td>
<td>1</td>
<td>Normal</td>
</tr>
<tr>
<td>Homoscedasticity</td>
<td>2</td>
<td>$Y = 1 + 2X + c X e$, $c=0.5, 1.0$</td>
</tr>
<tr>
<td>Heteroscedasticity: Case I</td>
<td>2</td>
<td>$Y = 1 + X c e$, $c=0.5, 1.0$</td>
</tr>
<tr>
<td>Case II</td>
<td>2</td>
<td>$Y = 1 + 2X + (X c)^2 e$, $c=0.75, 1.25$</td>
</tr>
<tr>
<td>Sample Size</td>
<td>4</td>
<td>$n = 20, 50, 100, 200$</td>
</tr>
<tr>
<td>Level of Significance</td>
<td>1</td>
<td>$\alpha = 0.05$</td>
</tr>
</tbody>
</table>

### Table 2: Type I error of the test ($\alpha = 0.05$) with 5,000 simulation runs.

<table>
<thead>
<tr>
<th>Conditions</th>
<th>$c=0.5$</th>
<th>$c=1.0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test</td>
<td>n=20</td>
<td>n=50</td>
</tr>
<tr>
<td>NWRSR</td>
<td>0.0596</td>
<td>0.0546</td>
</tr>
<tr>
<td>NWGQ</td>
<td>0.0508</td>
<td>0.0478</td>
</tr>
<tr>
<td>BF</td>
<td>0.0374</td>
<td>0.0424</td>
</tr>
<tr>
<td>W</td>
<td>0.0454</td>
<td>0.0430</td>
</tr>
<tr>
<td>BPCW</td>
<td>0.0384</td>
<td>0.0436</td>
</tr>
<tr>
<td>GMS</td>
<td>0.0586</td>
<td>0.0540</td>
</tr>
</tbody>
</table>

### Table 3: Power of the test ($\alpha = 0.05$) with 5,000 simulation runs (Case I).

<table>
<thead>
<tr>
<th>Conditions</th>
<th>$c=0.5$</th>
<th>$c=1.0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test</td>
<td>n=20</td>
<td>n=50</td>
</tr>
<tr>
<td>NWRSR</td>
<td>0.1444</td>
<td>0.3126</td>
</tr>
<tr>
<td>NWGQ</td>
<td>0.2244</td>
<td>0.4642</td>
</tr>
<tr>
<td>BF</td>
<td>0.0900</td>
<td>0.2596</td>
</tr>
<tr>
<td>W</td>
<td>0.0980</td>
<td>0.2542</td>
</tr>
<tr>
<td>BPCW</td>
<td>0.1444</td>
<td>0.4008</td>
</tr>
<tr>
<td>GMS</td>
<td>0.1618</td>
<td>0.3814</td>
</tr>
</tbody>
</table>

### Table 4: Power of the test ($\alpha = 0.05$) with 5,000 simulation runs (Case II).

<table>
<thead>
<tr>
<th>Conditions</th>
<th>$c=0.75$</th>
<th>$c=1.25$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test</td>
<td>n=20</td>
<td>n=50</td>
</tr>
<tr>
<td>NWRSR</td>
<td>0.1002</td>
<td>0.1978</td>
</tr>
<tr>
<td>NWGQ</td>
<td>0.1594</td>
<td>0.3130</td>
</tr>
<tr>
<td>BF</td>
<td>0.0616</td>
<td>0.1542</td>
</tr>
<tr>
<td>W</td>
<td>0.0716</td>
<td>0.1530</td>
</tr>
<tr>
<td>BPCW</td>
<td>0.0944</td>
<td>0.2540</td>
</tr>
<tr>
<td>GMS</td>
<td>0.1084</td>
<td>0.2494</td>
</tr>
</tbody>
</table>

### Table 5: Empirical power rankings (1 = best) for six tests under eight condition-combinations (Case I).

<table>
<thead>
<tr>
<th>Condition Combination</th>
<th>NWRSR Test</th>
<th>NWGQ Test</th>
<th>BF Test</th>
<th>W Test</th>
<th>BPCW Test</th>
<th>GMS Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c = 0.5$ and $n = 20$</td>
<td>3</td>
<td>5</td>
<td>6</td>
<td>5</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>$c = 0.5$ and $n = 50$</td>
<td>4</td>
<td>1</td>
<td>5</td>
<td>6</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>$c = 0.5$ and $n = 100$</td>
<td>5</td>
<td>1</td>
<td>6</td>
<td>4</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>$c = 0.5$ and $n = 200$</td>
<td>6</td>
<td>3</td>
<td>5</td>
<td>4</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>$c = 1.0$ and $n = 20$</td>
<td>3</td>
<td>1</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>$c = 1.0$ and $n = 50$</td>
<td>4</td>
<td>1</td>
<td>6</td>
<td>5</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>$c = 1.0$ and $n = 100$</td>
<td>5</td>
<td>2</td>
<td>6</td>
<td>4</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>$c = 1.0$ and $n = 200$</td>
<td>6</td>
<td>2</td>
<td>5</td>
<td>4</td>
<td>1</td>
<td>3</td>
</tr>
</tbody>
</table>
Table 6: Empirical power rankings (1 = best) for six tests under eight condition-combinations (Case II).

<table>
<thead>
<tr>
<th>Condition Combination</th>
<th>NWRSR Test</th>
<th>NWGQ Test</th>
<th>BF Test</th>
<th>W Test</th>
<th>BPCW Test</th>
<th>GMS Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>(c = 0.75 \text{ and } n = 20)</td>
<td>3</td>
<td>1</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>(c = 0.75 \text{ and } n = 50)</td>
<td>4</td>
<td>1</td>
<td>5</td>
<td>6</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>(c = 0.75 \text{ and } n = 100)</td>
<td>4</td>
<td>1</td>
<td>6</td>
<td>5</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>(c = 0.75 \text{ and } n = 200)</td>
<td>5</td>
<td>2</td>
<td>6</td>
<td>4</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>(c = 1.25 \text{ and } n = 20)</td>
<td>4</td>
<td>1</td>
<td>6</td>
<td>5</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>(c = 1.25 \text{ and } n = 50)</td>
<td>4</td>
<td>1</td>
<td>5</td>
<td>6</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>(c = 1.25 \text{ and } n = 100)</td>
<td>5</td>
<td>2</td>
<td>6</td>
<td>4</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>(c = 1.25 \text{ and } n = 200)</td>
<td>6</td>
<td>2</td>
<td>5</td>
<td>4</td>
<td>1</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 7: A comparison of \(p\)-values for six tests on the meal cost data (\(\alpha = 0.05\)).

<table>
<thead>
<tr>
<th>Result/Test</th>
<th>NWRSR</th>
<th>NWGQ</th>
<th>BF</th>
<th>W</th>
<th>BPCW</th>
<th>GMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>(P)-Value</td>
<td>0.0726</td>
<td>0.0825</td>
<td>0.1627</td>
<td>0.1278</td>
<td>0.0498</td>
<td>0.0396</td>
</tr>
<tr>
<td>Decision</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 8: A comparison of \(p\)-values for six tests on the logs of the meal cost data (\(\alpha = 0.05\)).

<table>
<thead>
<tr>
<th>Result/Test</th>
<th>NWRSR</th>
<th>NWGQ</th>
<th>BF</th>
<th>W</th>
<th>BPCW</th>
<th>GMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>(P)-Value</td>
<td>0.7832</td>
<td>0.5647</td>
<td>0.8520</td>
<td>0.4554</td>
<td>0.7464</td>
<td>0.7683</td>
</tr>
<tr>
<td>Decision</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 1 Minitab developed scatter plot of cost of a meal (in $) and summated rating of food, service and décor.

confirmation” of the visual inspection that indeed the assumption of homoscedasticity has been violated and the assumption of linearity (i.e., model specification) may also be questioned.

Given that the regression diagnostics via graphical residual analysis indicates possible issues with the assumptions of linearity and homoscedasticity, the “ladder of powers” suggested by Mosteller and Tukey [35] call for a lower power of \(Y\) or higher power of \(X\) to “straighten out curvature” and to reduce any observed heteroscedasticity. It was decided to use the natural logarithm of \(Y\) as a linear function of \(X\) and refit the model.

The coefficient of determination for the refitted model has now increased by 4.7% over the initially fitted model (i.e., a rise from 76.9% to 80.5%). The refitted model is statistically significant (\(p\)-value = 0.000) and visual inspection of both the scatter plot and set of residual plots obtained from Minitab (Figures 3 and 4) indicate that the log transformation on the dependent variable successfully reduced the issues of linearity and homoscedasticity previously observed and the new model appears to fit adequately. As shown in Table 8, any of the formal tests of the homoscedasticity assumption confirm this exploratory, graphical observation.
Figure 2 Minitab developed residual plots for a simple linear regression model.

Figure 3 Minitab developed scatter plot of the log meal cost and summated rating of food, service and décor.
CONCLUSIONS AND RECOMMENDATIONS

When evaluating the worth of a statistical procedure, Tukey [1] defined practical power as the product of statistical power and the utility of the statistical technique (i.e., the ease in which the test can be learned and likelihood it would be used). Given the potential limitations for each of the six tests of homoscedasticity that were described in Section 2, it appears that the GMS test would have most practical power when teaching an introductory-level undergraduate course while either NWGQ test or BPCW test can be recommended for teaching an introductory-level graduate course[36]. Since the former displays more statistical power with smaller sized samples and the latter performs better with larger data sets it is recommended that both these procedures should be considered.
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