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Abstract

[O]ne sees a series of discontinuous dots upon a homogenous ground not as a sum 
of dots, but as figures. Max Wertheimer [1].

Many current theories for how we perceive and recognize shapes assert that their 
contour “features” are registered by orientation-selective neurons in primary visual 
cortex. That activity then passes to extrastriate brain areas wherein neurons respond 
to specific combinations of features, thus providing for recognition of a given shape. 
These concepts are not consistent with evidence from this laboratory that shapes can 
be identified when their boundaries are rendered using a string of widely spaced dots. 
It is hypothesized that a primitive shape-encoding mechanism summarizes the spatial 
relations among contour- or dot-marked locations. The visual abilities of vertebrates 
that have no cortex suggest that the retinotectal system is providing for shape encoding. 

INTRODUCTION
It is widely held that perceptual encoding of shapes begins 

with registering their contours, i.e., the lines and edges, with 
the outer boundary of the shape being especially important. 
It is commonly asserted that orientation-selective neurons of 
primary visual cortex are needed to register these attributes, 
and their activation feeds a hierarchical cascade that provides for 
shape recognition. But a number of reports from this laboratory 
demonstrate that humans can identify shapes wherein the 
boundaries are marked with a sparse set of widely spaced dots. 
Similarly, the continuous strokes that are normally used to 
produce letters can be replaced by a sparse pattern of dots, yet 
the letters are readily identified. The brain does not appear to be 
“constructing” the contour features that have been replaced by 
sparse dots, so a new theory of shape encoding is required.

Hypothesized cortical mechanisms for shape/pattern 
encoding 

Most theories of shape recognition posit that extended 
contours, i.e., lines and edges, serve as fundamental units, 
these being described as features. Ostensibly, a given shape 
is comprised of an assembly of these features [2-6]. Hubel & 
Wiesel [7,8] provided evidence that neurons in primary visual 
cortex (V1) register contours, which is thought to provide the 
first step toward recognition of shapes. Some neurons respond 
optimally as a function of the location and orientation of an 
elongated stimulus, and these “orientation-selective” cells map 
every location across the visual field [9-11]. It is thought that 
the selectivity is based on converging anatomical connections 
that convey alignments of retinal ganglion cells, a model that has 
received extensive experimental confirmation [12-14].

The findings regarding orientation selectivity in V1 inspired 
a theory of how shape information might be collected and com-
bined to provide for shape recognition. Since connections from 
one neuron population to another can be converged to register 
the orientation of a line segment, perhaps that same principle 
could be used to identify a combination of line segments. One V1 
neuron would register the vertical stroke on the left side of an N, 
another the right stroke and a third would respond to the central 
diagonal. Having registered all the elemental features, it seemed 
reasonable that their output could then converge onto a neuron 
in another population, e.g., inferotemporal cortex, with some 
small number of neurons there responding only to that combina-
tion of features. 

Numerous neural network models have been proposed on 
the basis of this general framework and it is beyond the scope 
of this paper to review those proposals. In general, they can 
be described as embracing a combinatoric approach, meaning 
that the response of a given neuron within the system depends 
on the combination of inputs being provided to it. However, 
an exceedingly vast number of contour combinations would 
be required to register all the shapes, with many variations of 
location and size, that we are able to identify. This “combinatoric 
explosion” militates against the idea that shapes are encoded 
and retrieved from memory on the basis of wired and weighted 
connections. Further, diverse shapes can be identified using 
exceptionally sparse dot patterns, wherein the dot spacing is too 
great to activate the orientation-selective neurons of primary 
visual cortex. 

Recognition of shapes with low-density displays

Greene [15] displayed shapes on an array of LEDs, wherein 
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a chain of adjacent dots, similar to a silhouette, represented 
the outer boundary of each shape. There were 69 shapes in 
this inventory, depicting animals, vehicles, furniture, tools, and 
various other complex shapes. Experimental manipulation of 
the stimuli included display of low-density (sparse) versions, 
wherein the respondent might be shown only every 5th dot in 
the sequence, or every 9th dot, or every Nth dot. On average, 
an 18% density was needed for identification of inventory 
shapes, and many were identified with far fewer dots. A moth 
and a woman’s high-heel shoe required only 8% density (13 
and 21 dots, respectively). A rooster was recognized with a 7% 
density (19 dots) and a boot required only 6% density (11 dots). 
Degree of symmetry did not determine the density required for 
identification. One might be concerned that the kinds of shapes 
that were include in the inventory would provide a covert cue for 
guessing the correct answer, but control tests showed that the 
probability of getting the answer by guessing was less than 1%.

A similar result was found for recognition of letters of the 
alphabet. Greene & Visani [16] examined the ability to identify 
letters with low-density samples that were displayed with a 
synchronized 10-microsecond flash of the dots forming the 
letters. These were “fat” letters, wherein the stokes forming 
the major limbs of each letter where three dots abreast. Mean 
recognition of letters was in the 80% range with a 25% density, 
and was still above chance at about 20% recognition with a 
density of 5%.

Greene [17] manipulated density with “thin” letters, 
these being formed with single-file chains of dots. Large and 
small letters were tested. Interestingly, both showed similar 
probability of recognition as a function of density, even though 
the large letters had three times the size of small letters. Both 
were recognition in the 100% range at about 27% density. At a 
3% density level the respondents were able to identify 20% of 
the small letters, whereas there was 30% recognition for large 
letters. Chance performance was in the 4-7% range (depending 
on assumptions). 

The ability to identify shapes and letters from low-density dot 
patterns provides a serious challenge to extant models for how 
shape features are registered by the nervous system. As noted 
above, the common view is that shapes provide a configuration 
of contours, e.g., lines and edges, and the visual system registers 
those contours. Responding selectively on the basis of length and 
orientation of the contour is especially critical. However, the low-
density patterns are not providing any contours, per se, and it is 
doubtful that a neuronal basis exists for reconstructing a contour 
from the sparse dots that are able to elicit recognition of a given 
shape. 

Sceniak et al. [18], examined the orientation-selective neurons 
in macaque V1 and found the length of the excitatory fields for 
30 of 31 macaque neurons to be less than 2.5 arco. It is unlikely 
that receptive field length in humans is substantially longer than 
this. Greene [15] found that shapes could be identified when the 
spacing between adjacent boundary dots was much larger than 
this, i.e., greater than the longest receptive field of orientation-
selective neurons. Further, the recent work with letter recognition 
found that large letters at 3% density had a 3.6 arco mean spacing 
between adjacent dots [17]. Nonetheless, the 3% patterns elicited 

recognition on about 30% of the trials, this being well above 
chance. For patterns having such large separations between dots, 
no more than one dot would fall within the receptive field of an 
orientation-selective neuron. This likely would not be sufficient 
to activate cell firing. Each dot has a diameter of about 5 arc’ and 
the response of large orientation-selective cells is minimal for 
such small stimuli (Mosh Gur, personal communication). Even 
if a response could be elicited, the dot would not provide any 
information about the relative orientation of adjacent dots. 

One can reverse the approach by sequentially displaying 
small subsets of dots that are randomly located around the 
boundary of a shape, versus subsets having close proximity that 
should activate orientation-selective neurons. If activation of 
orientation-selective neurons is a first step in the shape-encoding 
process, the later condition should be more effective at eliciting 
recognition. Results of this experiment show that the two 
conditions differ very little in their ability to elicit recognition of 
shapes [19]. If subsets containing randomly positioned dots are 
as effective as subsets that should activate orientation-selective 
neurons, this argues against the concept that orientation and 
linear extent are essential cues for shape recognition.

Identifying unknown shapes from low-density displays

Letters of the alphabet are clearly over-learned, and one might 
wonder whether this makes it possible to identify a shape from 
a low-density display. Some new work from this laboratory, not 
previously reported, indicates that shapes are encoded quickly, 
and in a form that allows for immediate recognition on the basis 
of low-density samples of the boundary markers. 

The experiment presented novel, i.e., unknown, shapes, such 
as the example shown in Figure (1).  There were 450 of these 
shapes in the test inventory. This was a match-to-sample task, 
wherein two patterns were displayed, a “target” and a “choice 
option,” and the respondent had to decide whether or not the 
two were the same. Here the target display provided the full 
complement of boundary dots and the choice option was a low-
density version of the target shape, designated as “matching, or 
a low-density version of a different shape, designated as “non-
matching.”

Eight respondents were tested individually. Each was 
successively shown 300 target shapes that were randomly selected 
from the inventory. Half of the trials provided “matching” choice 
options, these being low-density versions of the target shape. On 
the other 150 trials a low-density “non-matching” pattern was 
shown as the choice option. The non-matching choice options 
were the shapes that had not been chosen as targets. The target 
was shown in one of the quadrants of the display board and the 
choice option was shown in the opposite diagonal quadrant. Each 
target and choice option was displayed for 500 ms, with a 300 ms 
interval between displays.

Density levels for choice options were varied from 3% 
to 25%. Respondents were asked to say whether the choice 
option was derived from the target shape or not. Note that the 
experimental design provided only a one-time exposure to a 
given shape for only half-a-second, requiring that the shape be 
encoded by the visual system sufficient to decide if a low density 
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with the confidence interval for the model. At 25% density the 
decisions were roughly correct for 9 out of 10 trials, and each 
respondent manifested a linear decline in correct responding 
as the density was reduced. At 3% density the chance of being 
correct was about 65%, where chance performance was 50%. 
The decline in recognition was significant at p < 0.0001, and 
correct responding for the group was above chance at each level 
of density (p < 0.0001).

It is clear that complex shapes can be encoded within 
moments, and a decision of whether a subsequent display is a 
match requires display of only a small percentage of boundary 
markers. This supports earlier evidence [20] that each marked 
location makes an independent contribution to shape recognition, 
acknowledging that neighboring locations will have some degree 
of redundancy. 

Shape recognition as a prerequisite for evolutionary 
success

Beyond the issue of how the nervous system registers basic 
shape features, there is the question of how those features are 
combined to provide a shape summary that can be stored and 
recalled. The aggregation of elemental features is generally 
ascribed to extrastriate regions, such as the lateral occipital 
complex and inferotemporal cortex [21-24]. The structure of 
the hierarchical models that have been developed to describe 
this process apparently assume that complex cortical circuits 
are required to accomplish the task. But if that were true, how 
could countless generations of vertebrates have survived and 
propagated their respective species across hundreds of millions 
of years prior to the evolution of mammalian cortical circuitry? 
Surely the ancestral species had evolved visual mechanisms for 
registering and identifying objects in order to more effectively 
interact with their environment.

We cannot evaluate the perceptual skills of animals that are 
long dead, but we can at least discuss the abilities of current 
species. Fish are clearly able to identify the shapes and patterns 
of their own species, as well as those of potential predators. 
Karplus and associates [25] reported that damselfish are able to 
distinguish between predators and non-predators on the basis 
of the shape of the mouth and the distance between the eyes. 
Siebeck’s laboratory [26] provided evidence that discrimination 
of the facial patterns is based on shape cues, not color cues. In 
the absence of evidence to the contrary, one might presume 
that the recognition of species-specific patterns is innate rather 
than learned. However, juvenile coral reef fish do not recognize 
predators whereas adults do [27], suggesting learning of the 
facial characteristics of the predators. Further, damselfish rapidly 
learn to discriminate various kinds of 3D stimuli [28]. Whether 
the pattern to be identified is innate or learned, the information 
must be distilled into a code that allows for recognition. 

Retinotectal mechanisms for processing shape cues

Vision in fish, amphibians, and reptiles is mediated by the 
retina and optic tectum, which is homologous to the superior 
colliculus in mammals. Retinal loci project with good spatial 
precision to the superficial layers of the tectum [29,30]. 
Connections from this sensory map to deep motor layers provide 

Figure 1 The match-to-sample task displayed arbitrary (unknown) shapes, 
each formed as a single string of dots that marked the outer boundary, similar to 
a silhouette.  A given trial would display the target shape, which was randomly 
sampled from the inventory of shapes, for half a second.  This was followed by 
a half-second display of a low-density version of the same shape, designated as 
the “matching” choice option, or a low-density version of a different shape, this 
being the “non-matching” choice option.  Judgments were in dim illumination 
and the low-density dot patterns were far more salient than suggested by the 
illustration.   Dot size has been increased here as partial compensation for the 
difference in perceptibility.  The task of the respondent was to say whether the 
shape depicted by the choice option was the same as the target or was different.  
The choice options illustrated here are at 12% density, which was found to 
produce correct matching decisions on over 80% of the trials.  Details on 
equipment and standard testing protocols used in this laboratory can be found 
in the cited articles [16,17,19,20].  

Figure 2 A. Logistic regression models were derived from the binary choice 
responses.  Each of the eight respondents manifested a linear decline in the 
probability of correct response as a function of dot density.  
B. The mean regression model and the confidence interval for the model are 
plotted.  Matching choices were above chance at each level of density, including 
the trials that provided only 3% of the boundary dots.

pattern provided a comparable rendering of the shape outline.

Figure 2A shows regression models for the eight respondents, 
with probability of correct response being plotted against dot 
density. Figure 2B shows the mean regression model along 
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for control of motor orienting responses to prey and predators 
[31].

Neurons in retina and tectum respond vigorously to small 
spots of light. Also, there are neurons that selectively respond 
to the direction of stimulus motion [30], orientation of gratings 
[32] and stimulus size [33]. Mechanisms for mediating predation 
and avoidance of predators have been found in larval zebrafish. 
The retinal ganglion cells that respond to small stimuli, such as 
a paramecium, map to circuits in tectum that elicit approach, 
whereas retinal ganglion cells that respond to large stimuli elicit 
avoidance [33,34].

However, the encoding mechanisms that have thus far been 
found cannot explain the shape and pattern discriminations that 
have been documented [25-28]. The shapes and patterns would 
have to be recognized irrespective of location within the visual 
field, and irrespective of changes in size. It is most plausible that 
the spatial relations among pattern markers, including those at the 
shape boundary, are collapsed into a summary that distinguishes 
a given pattern or shape. Once the initial distances among markers 
are combined into the summary, it could be normalized so that 
the same pattern or shape could be identified irrespective of size 
differentials. Also, having a summary that identifies the shape 
or pattern allows recognition or discrimination irrespective of 
where in the visual field the markers lie.

There is no known mechanism for registering the spans 
among widely spaced stimuli. As described above, shapes can 
be identified with dot-spans that are too large to be registered 
within the receptive fields of retinal ganglion cells, but the 
responses of wide-field amacrine cells might have a role in the 
encoding process. Greene [35,36] suggested that polyaxonal 
amacrine cells might register distances and relative orientation 
among stimulated loci. Localized stimulation of these neurons 
produces a spreading wave of action potentials, and the travel 
time of the waves to the centroid of the shape/pattern could 
provide a summary of the shape or pattern.

While it is possible that a shape/pattern summary would be 
generated in the tectum, at this point it seems more likely that the 
encoding is being done within retinal circuits. The retinotectal 
projections of mammals have various amounts of crossed 
and uncrossed optic nerve fibers that provide for binocular 
responses from each half of the superior colliculus. For primates 
(including humans) the left colliculus registers the right half of 
the respondent’s visual field and the right colliculus registers 
the left half of the visual field, as is the case for mapping into V1 
[37]. Therefore a stimulus that provides pattern or boundary 
markers on both sides of the midline will register on opposite 
sides of the brain. At present there is no known mechanism for 
registering spans between or among marked locations in the 
two hemispheres, either in V1 or in the colliculus. The more 
conservative hypothesis is that the wide arborization of amacrine 
cells in the retina provides for encoding of spans and orientations 
among the markers. See [36] for additional discussion of this 
hypothesis.

Each half of the tectum in fish, amphibians, and reptiles does 
register the full visual field of the contra lateral eye. Therefore 
one might argue that in these vertebrate classes the tectum 

provides for encoding of spatial relations, a function that has 
been replaced by cortical mechanisms in mammals. However, 
the anatomy of mammalian colliculus to higher brain centers 
suggests a continued role for stimulus encoding that passes 
through or is provided by tectal circuitry. In mammals the 
superior colliculus projects to extrageniculate visual thalamus 
[38], and also the pulvinar nucleus, which then connects to 
several ventral- and dorsal-stream visual regions [39-41]. One 
finds that even in a classic visual relay, the lateral geniculate 
nucleus of primates, the koniocellular layer is innervated by 
projections from the colliculus [42]. It has been suggested that 
the collicular projections provide the anatomical substrates for 
blindsight [42,44], instinctive behavioral responses [45], and 
rapid processing of socially relevant stimuli such as faces [46,47].

The interface of old and new mechanisms

There can be little doubt that neuronal systems contain 
substantial redundancy. This is especially true for the brains 
of mammals, where more newly evolved systems have been 
added to primitive ones. The older systems clearly provided 
early ancestors with an ability to effectively interact with the 
environment sufficient to survive and reproduce. Newer systems 
might expand the analysis of sensory information, provide 
better discrimination of alternative stimuli, and connect those 
discriminations to a larger repertoire of effective responses. 
But in the absence of evolutionary pressure to eliminate the 
older systems, they would be retained, perhaps as backup or 
to handle simpler stimulus conditions for which they were 
originally developed. This may well be the case for the relation 
of superior colliculus to primary visual cortex. Where the object 
to be identified contains not only an outer contour boundary, but 
also numerous interior contours and patterns, the summary may 
need to draw on more elaborate cortical mechanisms.

It is likely that primary visual cortex has highly evolved 
mechanisms for processing subtle and complex shape cues. These 
might include gray-on-gray boundaries and very thin lines. Being 
able to register small undulations or differentials in granularity 
of a contour might be relevant to survival. There is likely a benefit 
to being able to bridge gaps between collinear contour segments, 
or extrapolate a contour across open space. In short, the design 
of receptive fields in V1 and their connectivity can improve the 
ability to register contours, which in real-world images generally 
have linear extent. Nonetheless, the ability of sparse dot subsets 
to elicit identification of diverse shapes and letters indicates that 
contours are generally over-determined, meaning that the much 
of the information along their extent is redundant [20].

CONCLUSIONS
If a portion of space is surrounded by a line or edge, that 

space will often be seen as having a shape. The same is true if the 
space is surrounded by a set of discrete dots. The contrast that 
is provided by the line, edge, or dots serves to functionally mark 
locations on the retina. The hypothesis advanced here is that the 
spatial relations among these marked locations are summarized, 
and this summary is used to discriminate or recognize the shape 
even if the density of markers is reduced, or when they are 
displayed at a different location within the visual field. 
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At present we have no clear evidence for how the spatial 
relations among markers are registered and summarized. A 
shape may be identified when displayed using widely spaced 
dots, so neurons having very large receptive fields, such as retinal 
amacrine cells, may have a role in encoding the spatial relations. 
If so, this could explain the shape and pattern discrimination 
abilities of a number of vertebrate species that have no cortex.
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